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Abstract

The purpose of educational data mining is to extract important
details from the field's existing data in order to find hidden,
significant, and valuable information that can be used to enhance
student performance.

The research work in this paper uses cluster analysis to visualize the
students' performance by grouping them according to certain
qualities, comparing the results, and creating representations of the
performance.

This paper presents the k-means clustering algorithm as a simple
and efficient tool to monitor the progression of students’
performance in higher institutions.

The findings will be useful in identifying students who may struggle
academically and in determining areas that require modifications to
instructional practices in order to provide these students with better
support.

Keywords: Data analysis, educational data mining, k-means
algorithm, clusters, and performance.
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1. Introduction

One of the most powerful machine-learning tools is clustering,
which is an unsupervised learning technique used to discover
patterns and unseen data. K-means clustering is one popular
technique in the field of unsupervised learning that involves
clustering data into a predefined number of clusters. The benefits of
k-means clustering are its low processing cost, ability to build stable
and compact clusters, ability to converge after several interactions,
and simplicity of execution [1]. A given data collection is
categorized and sorted using k-means clustering by first specifying
the number of clusters, k. For every k clusters, there are k centroids.
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The algorithm is used to locate observational groups in the data that
haven't been deliberately selected. The algorithm's goal is to create
a better data arrangement so the outcome is that the data has
comparable features [2].

Clustering in higher education means it classifies the student by
their academic performance. Lack of deep and sufficient knowledge
in the higher system may prevent system management from
achieving quality objectives. Data clustering methodology can help
bridge these knowledge gaps in the higher education system and can
help in generating the right decision [3]. There are many studies in
the literature that have shown similarities in using unsupervised
machine learning, especially clustering algorithms, to analyze and
predict student performance [4]. According to these studies, the
clustering technique has shown good performance in making
predictions and producing interesting patterns when used with
students' data.

This paper aims to provide insights related to the student’s
performance using the k-means clustering algorithm by analyzing
data obtained from the databases of a university in Libya?.

The work model is shown in Figure 1 and described in the following
sections. The data manipulation steps provide a description of the
information, statistical techniques, and models applied in this work.
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Figure 1. Steps of students’ performance analysis.
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Objectives and methodology are presented. The k-means method
is also discussed. The results of the work observations are covered
in the later sections. The experiments are applied using the
sophisticated data mining tool (Orange)? [5].

The remainder of the paper is organized as follows: Section 2

presents the research objectives. Section 3 presents the methodology
and steps taken in this paper. Section 4 describes the selected data.
In Section 5, data pre-processing steps are explained.
The development of clustering models using the k-means algorithm
is described in Section 6. Experiments and results are discussed in
Section 7, while the conclusion of this paper and further works are
outlined in Section 8.

2. Obijective

Tools and approaches that can automatically analyze students’ data
are needed to derive hidden patterns and knowledge that could be of
great use to provide insights into student performance.

The aim of clustering in this paper is to partition students into
homogenous groups according to their academic achievements, as
measured by their results. These techniques can help both
instructors and students improve their quality of education. It can
provide students, faculty, and administrative staff with outcomes
that are simple to understand. The instructor can analyze different
causes of low academic achievement and introduce effective
teaching methods. The new outcome may motivate students to study
hard and progress in their academic performance.

3. Methodology
The methodology steps taken in this work are:

1. Partition students into homogenous clusters according to
their academic achievements (high, medium, and low
performing students);

2. Perform a comparison of the results of the students from
each cluster;

3. Create visualization views of student performance;
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4. Derive insights (trends/patterns/facts) from the performance
analysis.

4. Data Selection

The dataset selected for this work consists of 338 records regarding
university students, with twelve attributes such as demographics,
and academic-related data includes year of study, gender, semester,
birthday, high school type, and final grades at the end of the year for
two conductive semesters. All of them were undergraduate students
enrolled in six different departments and four different years for the
2021-2022 academic years. The data portions were chosen to be
relatively equal for each department and study year, as depicted in
figure 2.

16.09%

18.28%

3:88

16.16%
16.67%

R 2 3 W4 @ Math Physics Zoology (@ Botany Chemistry (i} Computer
Figure 2. Departmental and year distribution.

5. Data Pre-processing

This step focuses on transforming the dataset to ensure it is suitable
for the clustering algorithm and the data mining tool. Too many
attributes in datasets can cause a curse of dimensionality and
difficulties when processing and analyzing the data. Most machine
learning algorithms generally require numeric input and output
variables [6, 7]. This restriction must be addressed when
implementing and developing machine-learning models. This
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implies that all characteristics, including categories or nominal
variables, must be transformed into numeric variables before being
fed into the clustering model.

All these should be dealt with in the data transformation process
where several data pre-processing techniques and tasks are
conducted on the raw dataset to ensure the quality of the training
data. Table 1 displays the list of attributes and their statistics.

Table 1. List of attributes’ statistics.

Feature Mode Mean Median Dispersion M. Max, Mising
1 SemlG Y 60.1903 620714 0.26498 0 92857 0
7 mG 5 598339 59142 0218731 132657 9125 0
1 Gde 65 603121 60906 02677M 13 B0 0
4 Mo 1 1685 1695 057564 1 38 0
5 el 9 4119 4803 0404757 l 69 0
) 1112655 6.18766e+07 151621407 10963 1112068408 213133e+08 0
7 Dept Computer ! ! 167024 ! ! (
8 Smesterlo 2 S48 i 045748 2 g 0
o Gder  Femde ? I ? ! 0
0 Hitool  Pubc ? ;I ? ! 0
11 B Date 201-02-201.., ! ! ! ! ! 0

The dataset was narrowed down to only include records with two
consecutive semesters from six majors (departments) and only
considered significant attributes, while eliminating unimportant
ones like names and addresses. Furthermore, attributes (1D, gender,
birth date, year number, file number, and student department
attributes) are chosen at the end of the unsupervised feature
selection and will be used later in the analysis. Then data cleaning
was carried out to clear the attributes with too many missing values.
The attributes that contain some missing values are manually
replaced with specified values. Outlier values and repetitive
variables are also removed from the dataset. In addition, some string
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values were translated from Arabic to English. Figure 3 shows a
sample of the dataset.

File No
60
177
21
292
244
345
248
304
16
208
330
209
17
18
21
165
401
19
66
20
252
405

B. Date

2000-09-09 00....
2001-11-14 00:...
2000-07-15 00....
2001-05-15 00:...
2002-02-11 00:...
2002-03-27 00....
2002-08-22 00...
2001-07-22 00....
2000-11-14 00:...
2002-09-13 00:...
2002-07-07 00....
2002-06-06 00:...
2000-06-08 00....
2000-06-08 00:...
2002-12-15 00...
2001-04-09 00:...
2003-06-29 00:...
2000-11-07 00....
2000-06-26 00:...
2000-09-12 00....
2002-01-16 00:...
2003-01-28 00:...

Figure 3. dataset sample.

Dept
Zoology
Physics
Chemistry
Computer
Computer
Computer
Computer
Computer
Computer
Math
Botany
Computer
Math
Computer
Physics
Zoology
Computer
Chemistry
Computer
Zoology
Computer
Computer

Gender

4 Female
3 Female
4 Female
2 Male
2 Male
T Male
2 Male
2 Male
4 Female
2 Female
2 Female
2 Female
4 Female
4 Female
2 Female
3 Male
T Male
4 Female
4 Female
4 Female
2 Male
T Female

H.School

Public
Public
Public
Private
Private
Public
Public
Private
Public
Public
Public
Public
Private
Public
Public
Public
Private
Public
Public
Public
Private
Public

Seml

806
31
73.8571
39,1667
41.1667
4725
50,6667
10.375
87.6
625

51
60.7143
916
63.8333
875

44
523333
823333
66.6667
741429
643333
448

Sem2

49

91.6
73.6667
27

184

48
56.8333
13.2857
83.8

70

55
56.3333
87.4286
68.2

88
43.2857
554
81.3333
56.4
68.7143
61
41.3333

Grade

15
40
25
0.0
0.0
0.0
1.0
00
4.0
20
1.0
1.5
40
2.0
40
0.0
1.0
35
1.5
25
1.5
0.0

Feature selection is employed in this stage to obtain a suitable
dataset for clustering development. The features that have a high
variance are the date of birth, the scores of semesters (seml and
sem?2), grade, and ID. On the other hand, there are four attributes
with a low variance, namely gender, name, address, and file number.
As shown in figure 4, the feature type can be categorical, numeric,
time, or string. The histogram shows the distribution of the feature's
values. The values of numeric features are split into bins. Further
columns show different statistics (mean, minimal, and maximal
values, which are computed only for numeric features). Mode shows
the most common value for a numeric or categorical feature.
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169.50

17750

620714

59,1429

H001-11-13

1200:00

Dispersion Min,
058
065
0762 00
043
0.284985 0.00
0.278731 13.2857
s 1998-01-22
00:00:00

0.439

0.454

Figure 4. Feature statistics on the data set.
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Dispersion shows the coefficient of variation for numeric features
and the entropy for categorical features. From the observation of the
histogram distribution of the feature's values, the features of seml
and sem2 show the highest variance values, so they are a good
choice to be used to analyze student performance patterns. Figure 5
shows the scattered plot of the dataset before clustering.
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Figure 5. Dataset Scattered Plot before Clustering

6. K-Means Clustering Algorithm
The k-means algorithm is an unsupervised learning and iterative
algorithm that tries to partition the dataset into K predefined,
distinct, non-overlapping subgroups, called clusters [1].

The following is a summary of the k-means algorithm steps:

1.

The algorithm randomly picks k points as the original cluster
centers (“means”).

Each point in the dataset is assigned to the closed cluster
based on the Euclidean distance between each point and each
cluster center.

Each cluster center is recomputed as the average of the
points in that cluster.

Steps 2 and 3 repeat until the clusters converge.
Convergence means if the output of repeating Steps 2 and 3
does not make a material difference in the definition of
clusters or if no observations change clusters.

K-means divides any set of data points into disjoint clusters such
that every object in the dataset belongs to only one cluster. This
grouping is done on the basis of minimizing the sum-of-squared
distances between objects and their respective centroids. The ease

9
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of use, simplicity, and satisfactory performance across a wide
variety of datasets were the basis for choosing the k-means
algorithm.

K-means clustering algorithm uses the Euclidean distance measure,
where the distance is computed by finding the square of the distance
between each score, summing the squares and finding the square
root of the sum.

One measurement is Within Cluster Sum of Squares (WCSS), which
measures the squared average distance of all the points within a
cluster to the cluster centroid. To calculate WCSS, it first finds the
Euclidean distance between a given point and the centroid to which
it is assigned. Then iterate this process for all points in the cluster,
and then sum the values for the cluster and divide by the number of
points. Finally, it calculates the average across all clusters. This
gives the average WCSS.

The following equation is used to calculate the sum of the squares
of the distances between the cluster centers [8].

m
n
55 e
j

i @

—ci|2

Where
m = total number of students in a cluster
n = the dimension of the dataset (sem1, and sem2)

|djt — ci|> denotes sum of squares of distances between the
cluster centre ci and a data point dj*.

Y3 — ci|> denotes total distance of all the data points from
their corresponding cluster centers.

In general, a cluster that has a small sum of squares is more compact
than a cluster that has a large sum of squares.
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There are a number of other metrics for K-means clustering that can
help you hone your use of this unsupervised learning method. In this
paper the Silhouette Coefficient Method is used [9].

Given the students’ dataset comprising 338 records, the k-means
algorithm is performed by partitioning the dataset into a fixed
number of clusters and, thereafter, searching for the optimum
number of clusters that best describe the structure of the dataset. In
each phase, the centroids were randomly initialized while
constructing k (n > k) partitions. In the first phase, k was fixed at 3
(k = 3) according to the number of clusters and the results presented
in figure 6.

Nomnber of Cisters Sihouette cores

Rt 3% 3 167

OL N oL Y O :
Fraporessitg 5 0601

[ Nomaioe s 6 1581

Intdzzion 7058 &
nialze with Keans+ v 3150 ’
Re-tuns: ki

Macmum feraons: 100 §

Fidure 6. Silhouette Analysis for the Number of Clusters (k = 3)

6.1 Selecting the number of clusters with silhouette analysis

The silhouette coefficient index is used to evaluate the quality and
strength of a group. The high silhouette coefficient value indicates
amodel with a better batch and signals that an object is well matched
to its batch and does not match the adjacent batches. The silhouette
value is a measure of how similar an object is to its own cluster
(cohesion) compared to other clusters (separation). The silhouette
ranges from —1 to +1, where a high value indicates that the object is
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well matched to its own cluster and poorly matched to neighboring
clusters [9].

The silhouette analysis is used to choose an optimal value for K
clusters [9]. figure 6 shows the silhouette scores of k clusters with
values of 3, 4, 5, 6, 7, and 8 and also shows the silhouette plot for k
= 3. As it can be seen, three clusters are a good pick for the given
dataset.

The plot in figure 6 shows that the three clusters generated by the k-
means have the highest index score (0.667) above the silhouette
average value line, giving a good picture of the clustering results.
In k-means clustering, data is selected randomly to be the center of
the initial cluster according to the number of clusters determined. In
the 3-cluster model, data are selected randomly through the average,
minimum, and maximum values of the feature attribute values.
Figure 7 shows the three clusters generated by the k-means.

o = ag s WE 5
& e R e %
> Soes %

<0 ) “0 70 80 %

Figure 7. K-mean cIJs:tering (k=13)

7. Experiments and Results

In this research paper, clustering was applied to the obtained dataset
and performed on the basis of marks obtained by students in two
consecutive semesters in a given academic year. The results were
generated by applying the k-means algorithm using Orange
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software. Three clusters were pre-selected (k = 3), as this can mimic
the real proportions of the student performance classification (high,
medium, or low).

The k-means algorithm has successfully grouped the data into three
desired clusters. A grade, or GPA (Grade Access Point), is
calculated for each student for two consecutive semesters. A grade
is a score out of 100. Students with a grade below 50 go into the low
group (cluster 0). Students scoring above 70 are placed in the high
group (cluster 2), while those scoring between 50 and 70 fall into
the medium group (cluster 1). Figure 8 depicts the grade percentage
of the k-mean clustering (k = 3). According to this performance
analysis, 75 (21.55%) students on average of 38.68 fall into the low
cluster, 103 (33.74%) students on average of 60.55 fall into the high
cluster, and 160 (44.71%) students on average of 88.23 fall into the
medium cluster.

cluster_2: 38.68 (21.55%)

cluster_1: 80.23 (44.71%)

cluster_0: 60.55 (33.74%)

Figure 8. Percentage's of Students Performance

The overall performance is analyzed by applying a number of
assessments in each of the clusters. The evaluated results are
measured by summing the average of the individual scores in each
cluster.
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Visualizing the distributions of the significant features of the dataset
provides important insights into the data. Figure 9 displays bar plots
of distributions of department, gender, and high school features.

Batany Chemistry Computer Math Physics  Zoology

¢ —_—
Batany Chemistry ~ Computer Math Physics Tology

2 [ — I
Batany Chenistry Computer Physics Zoology

o -

0 10 0 0 40 50 60 n 80 90 100
¥ 3775 p=0.000, dof=10)

¥&: 23.08 (p=0.000, dof=2)

Private Public

1

Private Public

2

Private Public

o

0 10 0 0 Ll 30 60 0 80 90 100

w2 407 [n= MR dnf=7)

Figure 9. Evaluation results of description variables
Many insights can be derived from the charts shown in figure 9,
including:
e The majority of students from the zoology department are in
the high group.

14 Copyright © ISTJ A gina auball (5 i
Ayl g o shell 40 sal) Alaall



International Science and Volume 33 aaad) Ryl p glll A0 g

Teshoologyournal - Part 2 sl i‘g:.“:‘j)&

January 2024 s\

£2024/1 /14 1t el o Lpdialy  22023/12/9 gkl 48,50 i) ai

e The majority of students in the computer department are in
the low group.

o The minority of students in the math department are in the
low group.

e Students from chemistry, botany, and physics are spread
almost equally among groups.

« The majority of female students are in the high group.

o The majority of male students are in the low group.

o The majority of students from private high schools are in the
low group.

C 0: 239 = 1.1
|

C_0: 2001-12-11 03:13:10.243902 = 40385989.8

—_— 1 [ M
2001-01-31 12:00:00 2001-12-18 00:00:00 2002-12-10 12:00:00

C_1: 2001-12-19 00:17:02.485207 + 35338568.1
|

— I —
2001-01-01 00:00:00 2001-12-26 00:00:00 2002-10-23 00:00:00

C_2: 2001-08-10 11:18:37.241379 + 35369191.2

— 1 e —
2000-08-28 12:00:00 2001-06-24 00:00:00 2002-07-03 00:00:00

1998-07-09 16:00:00 2001-09-09 01:46:40 2004-11-09 11:33:20
Figure 10. Evaluation results of study year and birthday
variables

Furthermore, the evaluation of year number and birthday features is
shown in figure 10, can bring more insights derived from the charts
include:

o Few of the first-year students are in the low group.
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e Most of the students in years 2 and 3 are in the low group.
e Most of the students in year 4 are in the high group.
e The older the student, the more likely they are to be in the
high group.
e Younger-age students are spread almost equally among
groups.
This analysis shows the general level of academic performance and
helps to discover hidden facts and trends within the dataset.

8. Conclusion
In this paper k-means clustering algorithm was used for cluster
validity analysis and provided a means of clustering and visualizing
the wvarious attributes and clusters of students academic
performance.

The model was implemented with the Orange tool and tested on
a twelve-attribute dataset. The best- performing cluster number was
3, with the average correlation yielding the highest value of 0.667.
The k-mean clustering algorithm serves as a good benchmark to
monitor the progression of students’ performance in higher
education. It also enhances the decision-making by academic
planners to monitor the candidates’ performance year by year by
improving future academic results.
As the results show, the attributes or variables that affect student
performance are gender (which is why female students score higher
than males), age (younger students score less than older students),
or department (the majority of zoology students have higher scores).
All that might help in taking actions to raise student academic
performance in the following academic year. Determining students
who are likely to spend another year in an institution or graduate
with poor results at an early stage of their studies is of great
importance. The findings can also assist student-related departments
in providing better services and management, such as psychological
consulting and academic guidance.

16 Copyright © ISTJ Ak sine qolall (3 s
Al 5 o glall 4 sall dlsall



International Scienceand ~ VOlume 33 ) g g ol iyt i

B iy o Part 2 aaal) I_§“ZI“:"’ _] %

January 2024 s\

£2024/1 /14 sl dsa) o Wpdi iy 22023/12/9 gl 48,40 Sl a3

In future work, expanding the dataset by adding more attributes
related to student performance and carrying out a cluster analysis
would result in better cluster performance.
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