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ABSTRACT

Feature extraction, classification, and evaluation processes are
considered the main concerns in speech recognition system and still
the most active area of research nowadays. In this paper the
performance of new hybrid feature extraction algorithm is examined
using Linear Prediction Cepstrum Coefficient (LPCC), perceptual
linear production (PLP), Mel Frequency Cepstrum Coefficient
(MFCC), and RASTA-PLP. The extracted data vectors are
classified and evaluated using Hidden Markov Model (HMM). The
performance of the proposed hybrid algorithm is assessed using data
set of human voice, which consists from eleven words (zero to nine
plus oh) and recorded from 4558 adult speakers, each person said
the same word 2 times. The collected data are sampled by 8 KHz
and saved in 4558 WAV files divided into training and testing data.
According to the final results, the proposed system provided an
excellent recognition rate with 99.43% using the combination
between MFCC and RASTA.

Keywords: Feature extraction, likelihood evaluation, speech
recognition, Hidden Markov Model, word error rate

1. INTRODUCTION

Due to the advances in communication systems, machines are
able to identify and interact with human instructions [1]. In general
the Speech Recognition system usually divided into two parts,
Front-End and Back-End as illustrated in Fig. 1.

Front-end was designed to generate the acoustic features from
speech signal using specific algorithms, whereas Back-End matches
these features to achieve and generate the recognition result [2]. In
our research, the speech signal divided into number of frames 25ms
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each and overlaps with 10ms in order to generate the feature vectors
and then stored in specific matrices. At the other hand, Back-End
sorts those vectors and calculates the maximum likelihood to select
the most likely sequences of the phonemes [3].

In this work, the performance of a new hybrid feature
extraction algorithm is required. It is more beneficial to investigate
the performance of hybrid Front-End features. HMMs with
Gaussian mixture are used as a classifier through this research. This
work is organized into 6 sections; section 2 offers a background on
front end proposed analysis. In section 3, Back-end analysis and the
development of HMM classifier is provided. Section 4 is devoted to
discuss the results and analysis of the data. Eventually, conclusion
and references are presented in sections 5 and 6 respectively.

Training

Data

“

Figure 1: Front-End and Back-End in ASR

2. FRONT-END PROPOSED ANALYSIS

Front-End analysis controls the process of converting speech
acoustic signal into a sequence of acoustic feature vectors. The
conventional feature extractions methods, MFCC, LPCC, PLP, and
RASTA-PLP are used for the evaluation of the performance of
proposed features. In order to be ready for feature extraction
calculations, pre-emphasis, frame blocking and windowing were
taken onto speech signal [4].
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Using high pass FIR filter Signal was Pre-emphasized as shown
in Equation (1) to flatten speech spectrum and compensates the
unwanted high frequency part of the speech signal.

Y[n] = x[n] — Ax[n—1] 1)
Where,
x[n]: Input signal
x[n — 1]: Previous speech signal
A: Pre-emphasis factor = 0.975.

Frame Blocking and Windowing are used to reduce signal
discontinuities at the beginning and the end of the extracted frames.
Hamming window function typically 25 ms long and 10 ms shift is
selected and applied on the speech signal in order to cover and grape
the data using equation (2) as depicted in Fig. 2.

w(n) =054 — 046cos(2nn/(N—1))0< n (2
<N-1
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Figure 2: Original signal, pre-emphasis, and Hamming Window

2.1 Conventional features

It is a sequence of feature vectors that carries a good
representation of the speech signal [5]. In this work a new hybrid
features were extracted using Matlab software package. Each
extraction method generated 39 parameter coefficients in one
vector, 12 static parameters, 1 power parameter, and 26 dynamic
parameters (13 first derivative, and 13 second derivative).

To generate the features using MFCC algorithm, spectral
features were extracted from frames sequence using Fast Fourier
Transform in order to obtain 256 point certain parameters from each
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frame and then convert the power-spectrum to a Mel-frequency
spectrum, and take the logarithm of that spectrum and compute its
inverse Fourier transform.

Based on linear LP analysis, PLP algorithm is used to develop
more auditory-like spectrum, and calculate several spectral
characteristics in order to match human auditory system using
autoregressive all-pole model.

At low bit-rate, LPC works to represent an attempt to mimic
human speech using auto-correlation method and Levinson-Durbin
recursion. To generate the features, LPC were calculated by
approximating the current sample as a linear of the past sample as
represented in Equation (3), and then converting the LPC parameter
into cepstral coefficients [7].

R(i) =3Nn=wl—-1swn)swn —i)0 < i 3
=P
Where;
N,,, represents the window length
sy, denotes windowed segment.

By filtering the time trajectory in each spectral component,
RASTA-PLP is accomplished. RASTA-PLP technique considered
as more advanced compared with traditional PLP. A special band
pass filter as shown in Equation (4) was applied to each frequency
subband in order to smooth-over short-term noise variations and
eliminates any constant offset in the speech channel [8].

H(2)
24z 1 —z73_2774 (4)

= 0.1
" Z4(1-0.98zD

2.2 Hybrid features

The first 20 features from the MFCC, LPCC, PLP and RASTA-
PLP mattress are taken to collect and generate 40 hybrid features.
Each feature produces 20 parameter coefficients; each two different
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feature methods are grouped in one vector in order to provide 40
parameter coefficients as shown.

LPCC and PLP.

MFCC LPCC.

MFCC and RASTA-PLP.
MFCC and PLP.

3. BACK-END ANALYSIS

After extracting the relevant characteristics from the speech
signal and stored in vectors, the powerful statistical tool, the Hidden
Markov Model (HMM) is used to classify these features in order to
find the correct recognition decision. In our research, HMM is used
because of its ability to model non-linearly aligning speech and
estimate the model parameters [9]. Also, in this work, 10 Gaussian
mixtures were used to model the emission probability distribution
in each hidden state. In training process, the transition probability
matrix, observation parameters, prior probabilities, and Gaussian
distribution were re-estimated to find the new parameters which
were used to generate the likelihood scores. These scores are used
to find the best bath between frames to recognize the unknown
word.

In our HMM design, the first concern is the evaluation of the
probability that any sequence of states has produced the sequence of
observations. Using Equation (5), forward (o) and backward (J3)
algorithms were used to determine the overall result of the possible

state sequence paths.
N N

P(O\X) = Z P(0iq =) = Z ar (DB (1) (5)

=1

The mean, covariance of transition probability matrix, and
Gaussian mixture parameters were re-estimated using Baum-Welch
algorithm. Multi-dimensional Gaussian PDF is achieved using
Equation (6).
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L) = exp(—a(x — W) ) (6)
p U, - (Zﬂ)d/zzl/z p 2 u U

Where:

d: Number of dimensions
x: Input vectors

u: Mean vector

2. Covariance matrix.

Baum welch algorithm, as represented in Equation (7) is the
mathematical model which was used to learn and encode the current
observation sequence to recognize similar and new observation
sequence in training process.

A= argmax[P(O | 1)] (7)
A

Viterbi algorithm also applied in order to determine the optimal
scoring path of the state sequence in decoding process [10].
Equation (8) defines maximal probability of state sequences. On the
other hand, Equation (9) was used to obtain the optimal scoring path
of state sequence between frames used 8- states HMM as shown in
figure 3.

Emit States 2-9, 1,10:Nul States

I Y N T Y Y Y N Y N Y N N
10 11 1213 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
rames 1 - 27, 0.28 boundaries

Twor

Figure. 3 Viterbi trellis computation for 8-states HMM

§t() = max(P(q(1),q(2),..,q(t - (8)
1);0(1),0(2),..,0(t)|1)

q*; =argmax[5; (i)]

)
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4. RESULTS AND CONCLUSION

In this work, the performance evaluation of hybrid feature
extraction techniques of MFCC, LPCC, PLP, RASTA-PLP is
achieved, and in return, maximum word recognition rate using
Multivariate Hidden Markov Model (HMM) classifier was
obtained.

Small vocabulary isolated words corpora were used in the
experiments, which consists of eleven words (zero to nine and oh)
that were recorded from male and female adult speakers. Hybrid
features were extracted and used to obtain results of confusion
matrix of the average classification. The extracted features were
trained and tested using 12 states and modeled by 3-10 multi-
dimensional Gaussians Hidden Markov Model as tabulated in Table
1, which shows the summary of the recognition rate obtained from
each hybrid feature extraction method experiment.

Table 1. Recognition rate of Hybrid feature extractions

Feature Extraction Total error Total correct Recognition
method count count rate %
LPCC+PLP 18 2468 99.15
MFCC+LPCC 21 2465 99.27
MFCC+RASTA 14 2472 99.43
MFCC+PLP 18 2468 99.15

Feature Extraction Recognition Rate %

i
X
98
5 . .
ﬁ 95
0 LPCC+PLP MFCC+LPCC MFCCHRASTA  MFCC+PLP
c
[T1] .
0 Feature Extraction...

Figure. 4 Overall recognition rate of Hybrid feature extraction
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The performance evaluation of the hybrid features were
carried out by implementing a discrete-observation multivariate
HMM-based isolated word recognizer in MATLAB using 4558
isolated recorded speech data, divided into 2072 training and 2486
testing data set.

With respect to Fig. 4, results emphasized that acoustic
signals that were extracted using the hybrid algorithms of (MFCC,
LPCC, PLP, and RASTA-PLP) provided excellent recognition rate
using 12 states and 4 Gaussian mixtures. The combination of MFCC
and RASTA provided 99.43% recognition rate, which considered
being the best recognition rate among other features sorted by 12
states and 4 Gaussian mixtures. On the other hand, hybrid
combination of MFCC and LPCC provided 99.27 recognition rate
using the same states and Gaussian mixtures numbers. Finally the
Combination of LPCC, PLP and the combination of MFCC and PLP
represented the third highest recognition rate at 99.15% using 10
states and 3 Gaussian mixtures, and this was the lowest o
recognition rate achieved.
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